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these are not physically part of the CCD). Area size is indicated in (columns x rows). The
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Figure 2. The bias of FC1 images acquired during theR€@ormanceandCalibration blocks
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Figure 3. Preand postaunch dark current in [DN/sec] of a typical CCD pixel, calculated as the
mean of row 1000. The pektunch data (ICO/MGA) represent 300 [s] exposures only. The
lines arefits of the model in Eq. 1 through the peand postaunch data (dashed and dotted
lines, respectively). Posaunch data are corrected for hot pixels and cosmic rays....21
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1 General Aspects

1.1 Scope

This document describes the pipeline for calibratibthe images acquired by both models of
the DAWN Framing Camera (FC1 and FCI2details its operation and implementatidine
pipelinebuilds on the results dhe analysis oin-flight [1] andlaboratorymeasurements {3].
This document presents thgeline in its current state, and will be updated when necessary.

1.2 Introduction

We have developedmpeline for calibratig FC sciencemagesl|t is based orab
measurementand inflight data acquired during tHaitial Checkout Operations (IC@nd the
Mars Gravity Assist (MGA)ICO was divided into three observation blodkanctionality,
PerformanceandCalibration. The results of bsenations ofcalibration targets like star fields
and photometric standard statging PerformanceandCalibration have been incorporated in
the pipelineSection2 describes in detail how we calibedhe images, and which daiab/ICO)
have been selected for this purpoBee pipeline has been implementegia standlone
executable, whicls described in Sectia®

1.3 Reference documents

no. document name document number, Iss./Rev.
1 ICO Data Analysis DA-FC-MPAE-RP-286

2 Particular areas in the image frame DA-FC-MPAE-TN-052

3 Dawn FC FS1 Dark Current Correction DA-FC-MPAE-TN-056

4 Extra Charge in Framing Camera Images DA-FC-MPAE-TN-075

5 RAD 1-2 Evaluation DA-FC-MPAE-RP-187

6 FS1 PSF1 Test Evaluation DA-FC-MPAE-RP-185

7 Dawn FC Flight Models: Read Noise DA-FC-MPAE-TN-054

8 Performance Characterization oetREE FM5 | DA-FC-DLR-RP-110

9 FC2 Outof-field Stray Light DA-FC-MPAE-RP-284
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2 Calibration Overview

Properly calibrating FC images requires a full understanding of thel@@Dt Theactive area

of the Atmel/Thomson TH7888&CDis sized1024x1024 pixelsor 14.34x14.34mn]
(14.00x14.0Gum? per pixel).Columns and rows surrounding the active areaavered
(optically shielded) to be usédr diagnostic purposeg.g.dark current characterizatiorjC
images can be transmittedas al092x1056 pixelssizedfull frame, thatincludesthese extra
regions plusanadditional 12 columns at the left and 34 columns at the right of the ifRpge
These additional camns,named preand postscan regions, do not represent physical columns
of the CCD butarefilled by the output amplifieif we defing(0,0) asthe coordinates of the

pixel at the bottomdft of thefull frameimage(where an image is read outf)en the active area

is tha enclosed byows [16:1039] and columns [34:105Higurel). The covered lines that can
be used for dark current characterization are rows [1:12] and [1043:1054] and columns [13:28].
For the remainder of this document the word m argjees @o the active area onlynless

specified otherwise

After convering the raw 14bit integerpixel values intdloating-point thefollowing steps are
appliedto calibrate anmage

1. Subtraction of bias
Subtraction of residual charge
Subtraction of dark current
Readout snear removal
Division by flat field
Conversiorto radiometric units

N o o bk 0D

Removal ofbadpixels
8. Geometric correction

Step 6 includes division by the exposure ti@encerning step 7: to date, no bad pixels have
been identifiedEach of the steps explained indetail inthefollowing paragraphs.

The degre¢o which images are calibrated is indicated by levels. Level 1a images aa/ the r
imagesn PDS formathathave beerxtracteddecompressedjom the spacecraft data stream.
Level 1b images have been calibrated ymtal includingbad pixel removalgoint 7 in the

list). In some color filter images the level otfield-stray light may be relatively high (seb)8It
may be possible to correct for this, the result being level 1c imageslldimagesare levellb
(or 1c)images that have begeometrically correctedCosmic rays are not removed from the
images.

2.1 Bias

The CCD output amplifier operates at a certain voltage to prevent the occurrence of negative
values (due to noise). This effectively adds a certdaa(ly identical) value to all pixels in the
image that is called tHaas This bias has to be subtracted as the fiegi 8t the calibration
pipeline.The leftmost 12 columns of thiell image frame are known as thegcan region.
Thesedo not represent a phigal area on the CCD, but instead are filled by the output amplifier
with bias values. We estimate the bias applied to the image as the averalgenofs [0:11], and
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subtract his number from the raw imagBy calculating the mean of this area one findgpacal
bias uncertainty of-2 DN (readout noise).The typicalFC bias is betweerb® and 300 DN
with the FC1 bias is slightly higher (~10 DN) than that of FC2. The bias valvelates with
CCD temperatureHigure2), but asowith the temperature of other components Blasvalues
that have beeabservedn-flight are between 258 and 2N for FC2, and between 271 and
283DN for FC1.

ABi as (zercasatens exposujexcquired prdaunch show no variability over theafme
other than the readut noise. Zero second exposuresratginelyacquired inflight as part of

the semiannual calibration activity. Apart from the occasiopi@sence ofosmic rag they

show no variability over the frame. On avergte data numlys are slightly higher in the active
area than in the bias region (the leftmost 12 columns), consistent with accumulation of dark
current in the storage area during read.

2.2 Residual charge

Charge that is present on the CCD before the start of an exfpasubeen found to affect FC1

[4]. This phenomenon is referred to as residuagxtra chargelt can accumulate while the

CCD is illuminated before the exposure starts because thblaothing gates do not function
properly. The amount of extra chargpas been quantified from lab flat field imagandhas

beenfound to bea pixel-specificfunction of the intensity of the light observaddthe duration

of the preexposuré Stellar fluxes are too low to induce the effect, but sireigner FQ nor

FC2has been subjected in the lab to light fluxes as high as will be experienced at Vesta, it is not
known howstrondy images will be affected during the asteroid encounfaralysis of FC2 flat

field images has not uncovered any evidence for extra chargevdg sincdab light exposure

levels were rather low, it is expected tWastaimageswill show at least somextra charge

In principle, if the amount of extra charge is known it can be subtracted from the Image.
practice this may not be so simpd, it depends on the scene witnessed before the start of the
exposureOQur current understanding of the phenomenon is not suffigetid develop

mitigating measuresut if we are fortunate we may never needsthe

2.3 Dark current

The next step ithe calbration pipeline is the subtraction of dark current. Let us first compare
the FC dark current behavior before and after launchlalereh dark current measurements
were acquired on 15 February 2006 (FC1) and 12 August 2005 (FC2). Due to lab hardware
limitations these were all obtained at higher temperatures than achidirgldtil’A small

fraction of pixels exhibit abovaverage dark current, and we call thés&dpixels. We compare
the dark current of regular pixelskigure3. Both cameras behave very simil@hein-flight

dark currents slightly increased with respect to thefagnch measuremenBefore launch,

the CCD had very few hot pixels. For example, only 136 pixels (0.013%) in FC2 image 25508
have a dark curremixceeding the mean plds (calculated for column 10 of the active area).
Now that DAWN has launched, the number of hot pixels is increasing steadily with time.

! The absnce of a shutter means that the CCD is continuously exposed to light if Vesta is in the field of view and
the door is open. The time between the start of an exposure and the previemsuré¢ad o f t he -CCD i s
exposureo ti me.

t

h
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The analysis aiin-flight (ICO/MGA) dark current imageis hampered by the presencecomic
rays. At the operational CCD temperatufes220[K]) dark current is very low. To accurately
measure it we need long exposures, but this also leads to more cosmic ray hits. A good
compromise is an exposure time of 360 We find that dark current typittg contributes10-20
DN in 5 minutes in the Hilight temperature range. A subtle gradient is present acro§<the
CCD, with the dark current at the top aro@@®s higher than at the bottom.

Figure4 shows the change in darkroent for all pixels over a period of 9 days between the two
ICO blocksPerformanceandCalibration by comparing the associated reference dark frames.

The vast majority of pixels are located in the lower left corner of the figure, and have a stable
dark curent of 0.020.06 DN/ sec at the reference temperature @f3218[K]. Hot pixels can

be found further up the diagonal. Note that their charge rate is also stable over time. Visible as a
horizontal branch are new hot pixels that have appeared whthée © days. The absence of a
vertical branch demonstrates that our cosmic ray filtering technique is effective. From this and
similar figures we derive an average hot pixel generation rate of around 27 pixels per day (for
both cameras) over the full IC@Qmpaign. The number of hot pixels in the RCAibration

reference dark frame (again defined as exceeding the meadc) lnas grown to 3392 (0.32%).

We employa dark current model to calibrate tneflight images. Each image is corrected for
dark current individually by subtracting a dark fradyevhich is constructed from a reference
dark frameder. The reference darkdme is built from actual dark exposures acquired close in
time to the image to be corrected. The dark cuiefibh DN / sec) of a typical pixel is assumed
to follow the following formula:

D(T) = A -expliB / (ks T)], (1)

where A and B are constanTsin [K] is the CCD temperature, and k 1.38065-1G° [m? kg s°
K'!] is the Boltzmann constante determine the typical dark current by taking the average of
row 1000 ofFC dark current exposures, disdang anomalously high values due to hot pixels
and cosmic rayslhemodel fitsin Figure3 reveal that the bulk dark current has increased
slightly following launch From the prdaunch measurements we determine the constanéin t
exponent as B = 1.018'18 which is adopted for all dark current curviesr FC1 we findA =
8.91-107 (prellaunch) and..35-16° (postlaunch), and for FC2 wdind A = 1.26-10° (pre-

launch) and.03-16° (postlaunch).The reference dark frantk is constructed as the median
over a set of 30{s] dark exposures that have each been corrected for actual CCD temperature by
multiplication withD(T¢) / D(T). The dark framed used to calibrate the images are a multiple
of drer.

d(T) = deet - D(T) / D(Trer). 2

The difference between the reference temperature and the CCD temperatures at which science
exposures are acquired is typically less than 2K.

In principle, there is another source of dark auirfer which one ancorrect. After the image is
transferred from the active into the storage area of the CCD it takes[4].1&®e read out.
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During this period the image acquires dark current. However, at the low CCD temperature of
science operationse dark current in the storage area is about half that of the active area [3],
hence its contribution to the image would be on the order of 0.03 DN at most. This value is so
low that we do noheed tacorrect for it.

2.4 Readout s mear

Upon finishinganexposue the image is transferred from the exposed region on the CCD
downwardto the covered storage regifor readout. During this rapid (1.32mg) transfer, the
image continues to be exposdthebottomrows will enter storage directlput the top rows will
accumulate charge all the way down to the storage aheeh introduces a gradient fronimage
toptobottomT hi s i s keleotwmc slautter affédtlf thedexposure timeareon the
order of the shift time, the image needs to be correctetiifosmear.

We have developed an algorithm that calculates the smear from the image, edritdnt
implicitly assumes that the scene witnessed during the trangfeaciselythat captured by the
image It stars with thefactthat it takes exactly 1.8 mg to shift all 1056ows of the full
image frameso the shift time paow is tgi = 1.25 [e5]. Only 1024rows (active areaare
actually exposetbr a timete, (in [9]). It iteratively subtracts thenagesmear by calculatinthe
smear contributios for row r; as

§= (tshift/texp) X Tj. (3)

We start with calculating the smesg for the bottonrow of the active area, which is then
subtracted from linesi7 to ripss I.e. allrows above 1. This procedure is then repeatedriow

r;7 (whose conterthas now changed!)and subsequdgtto the remainingows of the active area
(r1g to rip3g). A successful application of this algorithm is showtrigure5.

2.5 Flat fields

Before launch both cameras observed the illuminated inside of an integrating sphere on 24
Felruary 2006 (FC1) and 12 August 2005 (FC2). We construct FC flat fields as the average of
several individual exposure$dblel), acquired at similar CCD temperature and each corrected
for bias. Because the F8 expos times were much longer than those of the other filters
(C00sec versus <8ec), the F8 flat fields were corrected for dark current (instead of simply for
bias) by subtracting an average of three dark frames with identical exposure times acquired at
similar temperatures during the same session. The dark cforéiné other filters can be

ignored because of much shorter exposure tiifies flat fields are normalizeid the average of
pixels [579:619, 493:553], which is where the diffusaohochrometesignal was observed
through the collimator during the FCIldrametric calibration session (s82.6).

The resulting flat fields for both cameras are displaydednre6. Visible in all are dark
circularspots (presumably dust particlas the CCD), a horizon&l pattern of stripes (a property
of the CCD), and bright blemishes in the F8 flat fields (probably associated with the filter). Apart
from these features it appears that the flat fields of some filters are not flat at all, but darkened
towards the edgeBoth cameras are very similar in this respect. The diagonal profilegune

7 enable a quantitave assessment. The flat fiedfi the cleaffilter (F1) is flat to within 26, but

that of some color filters (especially F4, F6, Biid F8) have darker edges and corners, where
the brightness is up to 10% lower than in the center. This phenomenon is under inveshgation
simulationsconfirm that infield stray light accumulates in the center of imaigéen through

some color filerswhen observing an extended targdie same phenomenseems to affedhe
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Messenger camerahich uses the same CE&Because of the spacecraft safing during the Mars
flyby, testing ofa corrective algorithrhas to wait until arrival a¥esta

If the unusual appearance of flat fields associated with some color filters is indeed due to excess
in-field stray light, then thesariginal flat fieldsshould not be used to correct science images for
pixel-to-pixel variations, because this extra light showddémoved by subtraction rather than
division. As a first approach we artificially flattenelkt flat fields by division by a thirdrder
polynomial surface fitted to the field8his technique removes the darkening towards the image
edges, but preservesst speckpresent on the CCBnd horizontal striping/Ve do note,

however, thathesedust specks may be expected to have moved or disappeared during launch, as
has been observed during €2 out-of-field stray light test [9].

2.6 Radiometric calibration

Same characteristics of the FC filters are listedable2. The central wavelengtie,is defined
as the average of the wavelengths that define the FWHM of the filter transmissioh Rriore
to launch the responsivity of the camesiasa function of wavelengthas determined by
observing the output of a monochrometer through a @iffaad collimatof5]. Thespectral
responsivityr' (a) for filter i in [J'] is shown inFigure8. From this we calculatsomefilter
characteristicaslisted inTable2. We define he filter effective wavelengtlof filter i as

[art (2)da

Aett = J'W [nm]. (4)

Likewise, the #ective solar fluxat 1 AUfor filter i is defined as
o [FeAri(ayda

_ 72 i1
Feun= Ir‘(ﬂ)di Wm“nm-]. (5)

We use the MODTRARIzercair-masssolar fluxFs,{a) at 1 AUin [W m'? nm''], resampled to
the VIR spectrometer resolutiohhe signalS (in DN/seq observed through filtércan be
converted tqspectralyadiancd' by division through the responsivily:

'=S/R [Wm?sfYfori=1and[W n?nm?*st!fori=28. (6)
The clear filter responsivity isalculaed as
AQ_C' [r*(A)Fg, (A)d1
Ri—_° I S " m? st (7)
J'FSun(/i)dﬂ’

in whichA = 3.41x10* [m] is the FC aperturarea [6] andq ,x = 8.66x10° [sr] is the solid
angle of a single pixeFor the color filtersi(= 2-8), the esponsivity ialculaedin a slightly
differentway:

2Hawkinset al (2009 Inf | i ght Performance of MESSENGBHROISPIENOL cur y
7441, p 74410Z

3 Sierks et al. (2011yhe Dawn Framing Camer&pace Sci. Rev.

* http://rredc.nrel.gov/solar/spectra/am0/modtran.html
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AQ px(/lihi - 2’:0 )CI Iri (2’) FSun(ﬂ“)dﬂ'
[Fou(2)d2

in whichay, andak, arethelower and uppeboundary of the filter transmission FWHNIgble
2). The correction factor€' follow from a comparison of predictions from the ground
calibration with results from #flight observations of standard stars (selewg Note that these
responsivities are based on the assumption that the target has a solar spectrum.

R = [3"* m? nmsi, (8)

If the target is a reflecting body like Vestadiance can be converted into reflectammeé | /| F O
using the effective solar flux valuesTiable2. For the color filtersi(= 2-8):

2y i
7wyl

F i

Sun

(IF) = , (9)

wheredy is the distance dfestato the Sun in AU at the time of the observation.

During the ICOPeaformanceandCalibration blocks several photometric standard stars were
observed to verify the lab responsivity. Vega (spectral type AOV) was observed by both cameras
duringPerformanceln theCalibration block FC1 and FC2 observed 73 id&09lIl) and 42

Pegasi (B8V), respectively. Stellar spectra in absolute flux units were retrieved from the
European Southern Observatory web’si&®me observations were pointed, others were
acquired with the spacecraft slowly slewing such that theetat spread function (PSF) would
cover different parts of the CCD. The staages were corrected for bias atatkcurrent and

the result was divided kg/flat field. We composed flat fields by dividing the fields shown in
Figurel by third-order polynomial surface fits, the result being artificially flattened flat fields.
The observed stellar flux was calculated as the total charge5»fla fiixel sizedoox centered

on the star (determined from a 2D Gaussian fit), correcteolaickground intensity (estiated as
the median value of H00x100 pixel sized area around the stahe box dimensions atarge
compared tahe small FWHM of the PSF (1:D.6 pixels, depending on filter [1]putwere
choserto include the broad wing$he expected flux for each filter was obtained by integrating
the product of the stellar spectrum with the responsivity cutsptayedn Figure8.

We find the observed flux to depend strongly on the position of the center BSH with

respect to the center of the pixel, being highest when both coincide. It is most sensitive to the
distance to the center in the horizontal direc{example inFigure9) due to the presence of the
antiblooming gatesmthe CCDwhichrun topto-bottom.These, and other structures that run
horizontally across the CCD, result in a low fill factor and quantum efficiency (around0.2).
enable a comparison with the lab calibration we need to take the average of a tafpresen
sample of observations through each filter. Such a sample is available for \/dgy,(where

42 Peg and 7&et were observed only twice per filter.

Figure10shows that the observed stellar flux is significantly higham that expected from the

lab calibration. The large spread in the data is the result of th€ Givfill factor. The results

for both cameras are very similar, except for the smaller standard deviations of the FC2 Vega
data whichindicatesthat FC1 poiring was more stable during exposuestable pointing

would essentiallgreatesimilar averags over the pixel. The average ratio of observed and
expected flux in the clear filter (F1) isllfor both cameras. It is aroundLXor all color filters

® http://www.eso.org/sci/observing/t ools/standards/spectra/
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except F8, which has a ratio of31.5. The F4 and F5 ratios are consistently higher (i.e. for both
models) for 7et and 42Peg than for Vega. The spectral type ofC& is virtually identical to
that of 42Peg but significantly different from that of Vegaexactly the F4 and F5 wavelength
range. This suggests the problem lies with the standard star spadtraay b&lue toa complex

of water absorptiobands in the 9061000 nm wavelength range that affect standard star
observati ons t $pheeNagelhatbraad bamdfiter FEl twaoutd be relatively
insensitive to thisThese results indicate that (1) the responsivity of both cameras is the same,
and (2) that it is equal to that determined in the laboratory multiplied by a fdcidior all

color filters except F8. The calibration pipeline is implemented based on these assymptions
usingthe following correctiorfactors

cl=111
Cc*"=1.10
Cc®=1.40

for both camerafEgs. 7 and 8. The factor for F1 is chosen slightly higher than thaise2-F7
because the factor for F83e much higher.

The ICO standard stars are biased towards the early spectral type, ideal for accurately calibrating
filters on the blue side of the spectrum (F2 and F8). The flux of solar analog stars is more
balancedver the FC wavelength rang#&/e verified the responsivities rable2 by fitting a

solar spectrum to measurements of solar analdeegasi (G5Vacquired in the ICO

Calibration block. Because 51 Peg is so much fainter than Wegjaequired exposure times are
much longer. Spacecraft movement during a long exposure tends to move the PSF across the
pixel, resuling in an averagesignal, as if the stawereextended instead of a point source.
Consequetty, the flux reconstructeddm individual images of 51 Pefp not show the large
variability foundfor images of Vegarigurell (left) showsthe good agreement with the solar
spectrum. Even though the S/N is very low for €800 agrees very well, confiring the

validity of the 1.4 correction factor used to calculate the F8 respongititjars (MGA) we

had the chance to verify the validity of the F5 responsinifijable2. Figure11 (right) shows

how the averagentensityof light reflected off amall (100x100 pixels), uniform area the

surface in thé&5imageis just below that expected for bright red soil, which is widespread on the
Martian northern plains.

The conversion from DN to intensity byeans of a single responsivity value is only valid if the

CCD response is linear with exposure tirAeseries of flat field exposures with stepwise

increasing exposure time was acquired on 12 Aug 2005 with the FC2. The CCD temperature was
constant within oa degree around 233Khe mean charge rate of a 100x100 pixel sized block

in the lower left corner, which contains no insensitive pixels, is roughly constant up to a median
charge of 7000 DNRigurel12). Beyond this, the chargeteadrops to a 2% lower value near full

well (16383 DN). No such extensive data set is available for FC1, but an analysis of a more
restricted set of flat fields (acquired on 24 Feb 2006) shows consistent behavior with that of FC2
(Figurel?2). The drop in charge rate towards full well is smaller than that reported ¢&lrlier

2.7 Bad pixel s

6Baddé pi xel s asersdightiexeks tosrectty brdndve an anpriedictate but high
dark currentSome havéentativelybeen identied for FC1[3], and we are in the process of
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mappingthemfor FC2 Bad pixelswill be removed by replacing their value with average of
surrounding pixels.

2.8 Geometric distortion

We determined the degree of geometric image distortion by analyzing imageth& ICO
PerformanceandCalibration blocks, which had the FC point at star field targéts.follow the
description by Heikkila and Silvén (1987) et (x,, y.) be the (undistorted}CD coordinates of a
star(measuredn [mm] from the center of the CQDRhatwould result from an idealized pinhole
camera projection. Then

I_x T il [tans T
vo) ™ fens | o

with f' the focal length for filte in [mm], andstheangle at which thetar is observeih the
sky (in radians).Thetrue (distorted)horizontal CCD coordinate (Xq, Yg) in [mm] aredifferent
due to radial and tangential distortion

-
|_xd—! _ —!( 74 2P X, Y, + Py (r? + 2x )—! an
Lde L UJ szzxuyu + pl(r +2yu )J

with r? = x,2 + y,2. The distance coordinates;(yq) are translated into pixel coordinatesy() as
follows:

m e, owxdw ru01
v] L0 CyJ de LVJ

with coefficients ¢, ¢,) in units of [mm?], and (i, Vo) = (511.5, 511.5) the coordinates of the
center of theCCD in pixels The coefficientsg, c,) map millimeters to pixels in the focal plane
x- andy-directions and a&e identical to the inversd the pixel sizelf c, = ¢, the CCD pixels are
square. We know that the physical pixels are square to one pationsand (the manufacturer
lists the CCD dimensions as 14.34x14[8#r7]), but we can determine the focal lengtith a
higher accuracy than that. We therefore assume that the pixel size i8 [E4xD@n they-
direction, and estimaig / ¢, from the data. Thusve use &-parameter model for image
distortion in each filtet: the focal lengtt', the radial distortion parametey, the tangential
distortion parameteng; andp',, and the ratia@, / ¢, givenc, = 71.409[mm' Y. We verified that
the optical axis coincides with the center of the image.

The star field around 20 Clepuswas imaged during the ICRerformancgDecember 2007)
and DC041(July 2010)campaignsFor 149 starsn this field we retrieved thénternational
Celestial Reference System (ICREKY coordinates (in R.A. and De&rpm the SIMBAD
databask and fitted our model to theibservedositions estimated through 2D Gaussian fit
to the stellar brightness profiéNe find the FC focal length to be around 150thm], theexact

(12

® Heikkila and Silvén (1997A Four-step Camera Calibration Procedure with Implicit Image Correcti®iEE
Computer Society Conference on Computer Vision and Pattern Recognition (CVPR'97), San Juan, Puerto Rico,
p.11061112

"http ://simbad.u - strasbg.fr/simbad/
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valuedepending on filterTable3 andFigure13). Given the CCD dimensions of 14.34x14.34
[mnT], thisresults in a FOV of approximately F4squaed the IFOV values for each filter are
listed inTable3. Including radial distortion typically improved the fd the star positiongy 10
15%. Only the first order radial distortion paramekgy i significantly different fom zeroFor
all filters k; is found to be larger than zero, which implies that the FC suffers from slight
pincushion distortioramounting tchalf a pixel in the image cornelscluding tangential
distortion improved the fit by a further 5%, but fheand p, parametergre badly constrained
and essentiallyere found tovary from image to imagé& he final fit results infTable3 were
obtained by assumirgerotangential distortion. Théegree ofadial distortion depends on
wavdength, a phenomenon known as lateral chromatic aberi@igare 13). We adopt thd;
values that result from a linear fit to the d@fable3). In addition, ve find the CCD pixels to be
slightly large in thehorizontal &) than thevertical ) direction,with ¢,/ ¢, = 1.00063+0.00003
(averaged over all filtersYhefinal residuals of the fit of the model in Eq0-12 and the
parameters ifable3 aretypically aroundD.1 pixel, and smaller than 0.3 pixigr almost all
stars For example, the RMS in thxe andy-direction are 0.091 and 0.110 pixels for 451
exposure during DC04( = 87). Theresidualsnay partly resulfrom the inability of the
Gaussian fit algoritm to find thetrue center of the stellar brightness profile due tolthve pixel
fill factor. We verified that the focal lengths and distortion parameters did not chatinge in
periodbetween ICCQPerformanceand DC041. Both cameras appear to be very aimaiith
respect to their geometric distortion characteristics.

The focal lengths were retrieved with high accuracy, anditferences between the filtecan
play a dominant role in the geometric distortiémurthermore, the CCD pixels are significantly
nonsquarei.e. rectangulafor example,magescorrected for geometric distorti@cquired in
filters F3 and F8 differ in size laboutonepixel in the image cornerslot correctingcolor
composites of theky for differences in focal length leads toticeablecolor separatioffor stars
Radial (pincushion) distortion is significant, akdoarameters were retrieved with reasonable
accuracy for each filter. Tangential distortion is insignificant, @rsequentlyhe p; andp;
parameters could not betanated reliably.
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Table 1. Integrating sphere images averaged for flat field construction. FC1 flat fie Ids were

acquired on 24 Feb 2006 (Tccp ~ 230 [K]), FC2 flat field s on 12 Aug 2005 (Tccp ~ 233 [K]). The time
stamp for FC1 imag e 30044 is 15h25m16s, that of FC2 image 26169 is 01h27m48s.

Model Filter Image # n
FC1 F1 3004430046, 300530055 6
F2 3006030062, 30069, 30070, 3007 6
F3 3007630078, 300880087 6
F4 3009230094, 3010430103 6
F5 3010830110, 301130119 6
F6 3012430126, 3013330135 6
F7 3014030142, 301480151 6
F8 3017830182 5
FC2 F1 2616926174, 2617&€6178 9
F2 2648426488, 26490, 26492, 264¢ 8
F3 2650626515 10
F4 2652826537 10
F5 2653926548 10

F6 2651726526
F7 2649526498, 2660-26504
F8 2647526482

o
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Table 2. Filter characteristics, a bsolute responsivity , and effective solar flux for both cameras and
all filters . Acen @and Ao are the filter band center and effective wavelength |, respectively , in [nm].
The radiance is obtained by divid ing the pixel signal (in DN/ sec) by R. The result of th is division
has units as indicated in the  rightmost column. Fs,, is the effective solar fluxin[ Wm'?> nm'*] at 1
AU (see text).

Filter e FWHM 2ot Fsun R Radiance unit
F1 735 371 732 1.365 5.12x10 [Wm'si]

F2 548 43 5555 1.863 1.84x10 [Wm'?nm'*sr]
F3 749 44  749'2 1.274 3.76x10 [Wm'Znm*sf
F4 918 45 917:4 0.865 1.78x1C [Wm'?nm*sr’|
F5 978 85  gg5 ¢ 0.785 1.74x10 [Wm'Znm*sr
F6 829 36 820" ¢ 1.058 2.30x10 [Wm'?nm'* st
F7 650 42 6532 1.572 3.06x10 [Wm'?nm'* st
F8 428 40 4380 1.743 2.05x10 [Wm'“nm'*sr

Table 3. Geometric distortion characteristics of each filter (f ocal length f, radial distortion
parameter ki, and the IFOV), found by fitting ~100 star positions in ICO Performance (FC1 and
FC2) and DC041 (FC2 only) images of the field around 20 Cep (p; = p, = 0). Two images were
acquired per filter , so n =2 for FC1 and n =4 for FC2. The numbers in brackets inthe  k; column
are predictions based on a linear fit to the measurements (Figure 13). The focal length values are
based on a pixel size in the x-direction of 14.00 4 em. IFOV is in radians for the x- and y-direction.

Model Filter f Ky IFOV
[mm] 10°® [mm'?] 10°

FC1 F1 150.074+0.004 7.6x0.1 9.324%9.3184

FC2 F1 150.074+0.00€ 8.4+0.4 9.324%9.3184

F2  150.105:0.01Z 6.8+1.2 (6.7) 9.3223%9.3165
F3  150.044+0.00% 9.0£0.4 (8.4) 9.3261x9.3202
F4  150.119+0.00¢ 9.8+0.6 (10.0) 9.32159.3156
F5 150.158+0.011 9.4+1.3 (10.3) 9.3190x9.3132
F6 150.081+0.01% 8.6+1.3(9.2) 9.32389.3179
F7 150.055+0.00Z 7.2+0.4 (7.6) 9.32549.3196
F8 150.380+0.01C 5.3+1.7 (5.6) 9.305%9.2994
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(1091,1055)

e

Full frame image (1092x1056) (1057,1039)

Active area
(1024x1024)

Pre-scan e — Post-scan
(12x1056) (34x1056)
(34,16)
. . +— - i i
©0) Optically shielded Read-out direction
Figure 1. Layout of a full frame image (to scale). The active area is displayed in | ight blue, the
optically shielded regions in dark blue, and the pre - and post -scan regions in red (note that these

are not physically part of the CCD). Area size is indicated in (columns x rows). The coordinates of
the pixels in the lower left and upper ri  ght corner of the full frame are (0,0) and (1091,1055),
respectively. The coordinates of the pixels in the lower left and upper right corner of the active

area are (34,16) and (1057,1039). When we consider the active area only, we refer to these pixels
as having coordinates (0,0) and (1023,1023). The storage area is located below the area shown
here. The horizontal (read -out) direction is referred to as the ~ sample - or x-direction, the vertical
direction is the line- or y-direction, consistent with the defin  itions in the SPICE kernels.



Reference: DA-FC-MPAE-RP-272

Issue: 2 Rev.: a
Date: 07/20/2011
Page: 21
FC1: Performance & Calibration FC2: Performance
290F T T T T 290F T ! j E
280F 3 280 3
270 F E 270F E
260F 3 260 3
Bias (DN) ] Bias (DN) ]
F Teep + 50 (K) i Teep + 50 (K)
250 E 1 1 1 1 3 250 F 1 1 1 .
0 100 200 300 400 500 0 100 200 300 400
measurement measurement

Figure 2. The bias of FC1 images acquired during the ICO
compared to the CCD temperature. Left: FC1, right: FC2.
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Figure 3. Pre- and post -launch dark current
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in [ DN/sec] of a typical CCD pixel , calculated as the

mean of row 1000 . The post -launch data (ICO/MGA) represent 300 [s] exposure s only . The lines
are fits of the model in Eq . 1 through the pre - and post -launch data (dashed and dot ted lines,
respectively) . Post-launch data are corrected for

hot pixels and cosmic rays.
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FC2: Dark charge change in 9 days

100.00

10,00

Performance dark charge (DN/sec)

0.10F 4
.01 l l l
0.01 0.10 1.00 10.00 100.00
Calibration dark charge (DN/sec)
Figure 4. FC2 dark current evolution over the course of the 9 days from the ICO Performance to

the Calibration blocks . New hot pixels are located in the horizontal branch at the bottom.

Figure 5. The de-smear algorithm in action . The FC1 observed an illuminated pinhole through a
collimator through F1 (8 Mar 2006). Exposure time was 60 [ms]. Left: original image (average of
two). Right: image after de -smearing. The brightness is scaled identically in both , such that black
and white are equivalentto 175 DN and 30 DN, respectively. The peak signal in the central spot was
13110 DN. Note that a weak ghost is visible a t the right of each image.
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FC1 FC2

Figure 6. The normalized flat fields of FC1 (left) and FC2 (right). Brightness is s caled such that
values <0.9 0 are displayed as black, and values >1.05 as white. A faint diagonal pattern is due to
stray light associated with the experimental setup.
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FC2 Flat Field Diagonal
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Figure 7. Diagonal profiles through the flat fields in Figure 6, running from pixel [0,0] to
[1023,1023]. The profiles have been subjectedtoa 7 -pixel wide median filter.
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Figure 8. The FC1 absolute responsivity for the different filters as determined from the lab
calibration.
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Figure 9. The measured flux of a point source (in this case Vega observed by FC1 through F7)
depends strongly on the position of the PSF on the pixel, especially in x-direction because of the
presence of anti -blooming gates. The x-axis denotes the distance of the center of the PSF to the
center of a pixel, as determined by a 2D  Gaussian fit.

Figure 10. The flux of three photometric standard stars observed by FC1 (left) and FC2 (right) for

all filters compared to that expected if the lab calibration in  Figure 8 were correct . The Vega data
are the mean and standard deviation of  ~10 observations. The 73 Cet and 42 Peg data are two
single observations per filter.


















